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What is Generative AI?

4Google Cloud - Introduction to Generative AI: https://www.youtube.com/watch?v=G2fqAlgmoPo



Discriminative v.s. Generative Modeling

5
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Discriminative v.s. Generative Modeling



ï Variational Autoencoders (VAEs)

ï Generative Adversarial Networks (GANs)

ï Flow-based Models

ï Generative Diffusion Models (GDMs)

ï Large Language Models (LLMs)

Popular Generative Frameworks

7



8Radford, Alec, et al. "Improving language understanding by generative pre-training." (2018): 3.

Transformer

Generative Pre-Training (GPT)

GPT(Decoder-only) Next-word Prediction



Generative Pre-Training (GPT)

9

GPT was the first framework successfully unified different types of NLP tasks.



GPT achieved leading performance across various tasks. Besides, its 
performance kept improving with the increase in model parameter size.

Results of GPT

10



Scaling laws describe how three key factors in training, dataset size, model 

parameters, and training duration, influence the upper-bound capabilities of 
language models.

Scaling Law for Language Models

11Kaplan, Jared, et al. "Scaling laws for neural language models." arXiv preprint arXiv:2001.08361 (2020).



GPT Series Model Size Changes 

12



Emergent Abilities of Large Language Models

13Wei, Jason, et al. "Emergent abilities of large language models." arXiv preprint arXiv:2206.07682 (2022).

Emergent of few-shot learning capability of LLMs.



Emergent Abilities of Large Language Models

14

Specialized prompting or fine-tuning methods can be emergent



ï Differences between GPT-3 and ChatGPT?

ï GPT-3 needs manual prompt engineering or external fine-tuning to 

guide behavior.

ï ChatGPT let user to instruct models to finish flexible tasks via 

conversation directly.

ï Benefits brought by ChatGPT?

ï The conversation based design allows the instruction become context 

informed.

ï Flexible instructions of different users helps model become more 

intelligent.

From GPT-3 to ChatGPT

15Kaplan, Jared, et al. "Scaling laws for neural language models." arXiv preprint arXiv:2001.08361 (2020).



Challenges for Training ChatGPT

16Kaplan, Jared, et al. "Scaling laws for neural language models." arXiv preprint arXiv:2001.08361 (2020).

ï Challenges:

ï Collect labeled samples for training models to finish the varied 

instructions of users is facing scalability issues .

ï Solutions:

ï Use reinforcement learning to replace supervised learning to reduce 

the reliance of labeled data.

ï Using binary comparisons to generate reward signal to instruct the 

training of reinforcement learning process.



ï Bradley-Terry model helps to estimate the score of item i beta_i by 

maximum the likelihood of the following probability. 

Bradley3Terry model

17

ï Human annotators provide preference labels, and a reward is 

trained to automatically estimate the rewards for new samples.



RLHF Framework

18



Conclusions: RLHF enhances GPT-
39s instruction-following capabilities 

and leads to consistently higher user 
preference compared to other models 

fine-tuned through different methods.

Improved Results by RLHF 

19Training language models to follow instructions with human feedback



ï Backbone Designs:

ï Mixture of Experts

ï Attention Mechanism &

ï Fine-tuning Methods:

ï Low-rank Parameter Efficient Fine-tuning (LoRa)

ï Training Losse: DPO, GROP &

ï Enhancing Strategies:

ï Prompt Engineering

ï In-content Learning

ï Multi-Agent System

ï Retrieval Augmented Learning

Recent Advancement in LLMs 

20



ï Idea:

ï Improve the LLMs9 task performance by refining the instruction text and 

strategies.

Prompt Engineering

21



ï Idea:

ï Provide demonstration samples to help LLMs better understand the task and 

get the better task performance.

In-context Learning

22



ï Idea:

ï Facilitate the task difficulties by decomposing into several sub-tasks. 

LLMs can also improve its performance through communications.

Multi-Agent System (MAS)

23



ï Idea:

ï Combines information retrieval with text generation to improve the 

accuracy and factuality of LLMs.

Retrieve Augmented Generation (RAG)

24



Applications of LLM

25What9s the future of generative AI? An early view in 15 charts
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Role of AI in Education

27Systematic literature review on opportunities, challenges, and future research recommendations of artificial intelligence in education



Outcomes of AI in Education

28



ï Learning

ï Question Solving

ï Confusion Helper

ï Error Correction

ï Teaching

ï Content Generation

ï Automatic Grading

ï Profession Development

Overview of AI Applications in Education

29

ï Assessment

ï Knowledge Tracing

ï Question Generation



ï Learning

ï Question Solving

ï Confusion Helper

ï Error Correction

ï Teaching

ï Content Generation

ï Automatic Grading

ï Profession Development

Overview of AI Applications in Education

30

ï Assessment

ï Knowledge Tracing

ï Question Generation



Learning: Question Solving

31

LLM provides scaffolder to help student solve practice questions.

Assistant: answer 

is XXXX



Example of scaffolder for students

32

Break questions into 

simple sub-problems, 
guiding students to 

find the solution.



Summary of Question Solving

33

ï Goal

ï Help students solve the challenging questions.

ï Advantages

ï The advancement of LLMs enable to solve most of questions across different 

subjects. 

ï LLMs is able to generate adaptive solution scaffolders.

ï Directions

ï Build the benchmark and evaluate the question solving result correctness.

ï Generate valid and efficient guidance to help students solve challenging 

questions.



LLM is used to solve student9s confusions to textbooks, course 

materials or any other contents during learning process.

Learning: Confusion Helper

34



Definition 

Example of Confusion Helper

35

Discussion 

Exampling 



ï Goal

ï Help to solve students9 confusion to learning contents in their study process.

ï Advantages

ï The prior knowledge of LLMs make it easy to answer many K12 level questions.

ï LLM provide flexible form of response to student9s question is available, where 

student can choose the one which helps them the most.

ï Directions

ï Integrating education theories with LLMs and generate response meets 

pedagogical standards.

ï Extend application to more domains, including stronger domain knowledges.

Summary of Confusion Helper

36



Learning: Error Correction

37

LLMs help students find the errors from exercises and then provide 

the modification suggestions. 



Step-wised Error Correct on Math

Error Correct for Essay Writing

Examples of Error Correction

38Error Correct for Image 
Inputs



Summary for Error Correction

39

ï Goal:

ï Help students to find mistakes and improve from corrected solutions. 

ï Advantage:

ï LLMs9 prior knowledge makes it easy to find and correct errors in K12 subjects.

ï LLMs9 reasoning capability enables it to correct errors over the challenging 

STEM subjects.

ï Direction:

ï Improve the error detection accuracy in STEM subjects.

ï Extend the application to scenarios including multi-modal cases.



ï Teaching

ï Content Generation

ï Automatic Grading

ï Profession Development

ï Learning

ï Question Solving

ï Confusion Helper

ï Error Correction

Overview of AI Applications in Education

40

ï Assessment

ï Knowledge Tracing

ï Question Generation



LLMs can grade directly according to rubrics and provide 

explanations for their decisions.

Teaching: Automatic Grading

41



Summary for Automatic Grading

42

ï Goal

ï Help teacher to grade student answers correctly and reliably.

ï Advantages

ï LLMs9 instruction following capability makes it avoid addition training for grading 

on tasks.

ï The human readable outputs on rationals make the grading results 

interpretation to human.

ï Directions

ï Improve the general grading accuracy with the optimized rubric instructions. 

ï Improve the reliability of the grading results via human supervisions and 

uncertainty measurements.



Teaching: Material Generation

43Bringing Generative AI to Adaptive Learning in Education

LLMs provide teachers with limitless teaching resources and 

reduce the need for complex content creation skills.



Example of Material Generation

44Bringing Generative AI to Adaptive Learning in Education



ï Goal

ï Allow teachers to create any form of desired learning content.

ï Advantages

ï LLMs can generate contents simply by instructions text, facilitate the workloads 

and requirements to teachers during course preparation.

ï The generative nature allows LLMs to generate infinity contents and easily 

customized to the additional conditions.

ï Directions

ï Extend from the single modality to multimodality.

ï Fine-grained controls to the contents and improve generation qualities.

Summary for Material Generation

45



Teaching: Profession Develop

46Bringing Generative AI to Adaptive Learning in Education

LLMs can serve as simulators and analyst to help teachers practice 

their pedagogical skills.



Summary for Professional Development

47

ï Goal

ï Improve teacher9s the pedagogical skills.

ï Advantages

ï The simulation enables teachers to practice their skills with minimal cost.

ï By automate the analyzing process, teachers can always get intime suggestions 

and feedbacks anywhere anytime.

ï Directions

ï Improve the behavior of LLMs better aligned with true students.

ï Provide suggestion algin better with human experts.



ï Teaching

ï Content Generation

ï Automatic Grading

ï Profession Development

ï Learning

ï Question Solving

ï Confusion Helper

ï Error Correction

Overview of AI Applications in Education

48

ï Assessment

ï Knowledge Tracing

ï Question Generation



The generated questions avoids repentance in question bank, 

which also enables the dynamic assessment process.

Assessment: Question Generation

49



Example of Question Generation

50Bringing Generative AI to Adaptive Learning in Education



ï Goal

ï Generate adaptive questions for assessment usages.

ï Advantages

ï LLMs9 language capability make it easy to generate the questions while meeting 

various scenarios requests.

ï The prior knowledge of LLM makes it support generate questions for various 

subjects without additional training.

ï Directions

ï Improve the controls over education specific conditions like difficulty.

ï Extend the creation to multimodality outputs.

Summary for Question Generation

51



LLMs can serve as data enhancer to help existing models, 

meanwhile it can also be a new form of predictor.

Assessment: Knowledge Tracing

52



Summary for Knowledge Tracing

53

ï Goal

ï Provide accurate estimations to the student9s ability during the learning process.

ï Advantages

ï LLM can process with more flexible testing data, and leverage additional external 

information if needed.

ï The prior knowledge of LLM makes it support complementary feature for 

modeling, which is useful for solving the cold start problem in the traditional ML 

methods..

ï Directions

ï Explorit the prediction potential of LLMs and improve accuracy.

ï Expand the tracing scenarios with more diverse input forms.



Challenges and Opportunities

54Generative AI in Education: A Study of Educators9 Awareness, Sentiments, and Influencing Factors



Challenges:

ï Individual differences among 

learners and the complexity of 

scaling experiments.

ï Low feasibility for simple reference 

based evaluation.

ï Objectively assessing 

personalized generated content is 

hard.

Opportunities:

ï Develop reliable, automated 

evaluation methods tailored for 

educational applications.

ï Create simulation algorithms that 

imitate human learners to enrich 

the diversity and quantity of testing 

samples.

Challenge 1: Evaluation

55Generative AI in Education: A Study of Educators9 Awareness, Sentiments, and Influencing Factors



Opportunities:

ï Enhance the efficiency of human 

supervision during the generation 

process.

ï Train specialized models to 

achieve precise, fine-grained 

control over generated outputs.

Challenges:

ï The generated content may 

deviate from expectations.

ï Struggle to satisfy all requirements 

simultaneously.

Challenge 2: Controllability

56



Opportunities:

ï Enhance the efficiency of human 

supervision during the process.

ï Automated verification techniques 

to reduce the workload and 

reliance on human experts.

Challenges:

ï Producing misleading information 

that can have severe 

consequences for learners.

ï Incorporating human supervision 

is constrained by limited human 

resources. 

Challenge 3: Reliability

57



Opportunities:

ï Models capable of filtering and 

correcting biased or unfair content.

ï Policies and Laws aimed at 

enhancing fairness and ensuring 

equitable access and outcomes in 

the use of GenAI.

Challenges:

ï Risk of generating biased content 

that reflects majority interests.

ï Users with limited exposure to 

GenAI tools may face unfair 

disadvantages in fully leveraging 

its capabilities.

Challenge 4: Fairness

58Generative AI in Education: A Study of Educators9 Awareness, Sentiments, and Influencing Factors



Opportunities:

ï Reduce the burden and costs 

associated with integrating LLMs 

into educational settings.

ï Address the unique challenges 

and emerging issues introduced 

by the adoption of LLMs in 

education.

Challenges:

ï The operational costs and 

resource requirements of the most 

advanced GenAI models can be 

substantial. 

ï Compatibility with existing 

educational practices and prior 

experience.

Challenge 5: Compatibility

59Generative AI in Education: A Study of Educators9 Awareness, Sentiments, and Influencing Factors
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ï Automatic Grading

ï Multi-Agent

ï Human-in-the-Loop

ï Retrieval Augmented 

Generation 

ï Content Generation

ï Material Generation

ï Question Generation

ï Knowledge Tracing

ï LLM as annotator

ï LLM as predictor

Applications in Education Part I

61



ï Goal: 
ï Follow instructions of teachers and predict score / grades to submissions to the 

problems.

ï Problems: 
ï Most automatic grading models are question specific.

ï Teacher cannot provide additional supervisions except provide labels.

ï Results are not directly interpretatable to users.

ï Advances:
ï LLMs9 prior knowledge enables it to work with multiple subjects easily.

ï The instruction following and in-context learning capability enables the teacher 

to build new grading tasks easily.

ï The output rationale enable teachers to understand the grading process.

Automatic Grading

62



ï Automatic Grading

ï Multi-Agent

ï Human-in-the-Loop

ï Retrieval Augmented 

Generation 

ï Content Generation

ï Material Generation

ï Question Generation

ï Knowledge Tracing

ï LLM as annotator

ï LLM as predictor

Applications in Education Part I
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Naive LLM-based Automatic Grading

64



Multiagent Collaboration

65



Multi-Agent Framework

66An LLM-Powered Automatic Grading Framework with Human-Level Guidelines Optimization



Results and Findings
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ï Automatic Grading

ï Multi-Agent

ï Human-in-the-Loop

ï Retrieval Augmented 

Generation 

ï Content Generation

ï Material Generation

ï Question Generation

ï Knowledge Tracing

ï LLM as annotator

ï LLM as predictor

Applications in Education Part I
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Human-in-the-Loop in Automatic Grading

69



ï Grading:

ï Find the defects of the 

current rubric from 

failure samples.

ï Inquiring:

ï Generate question for 

human to answer.

ï Optimizing:

ï Improve the 

performance with RL.

LLM-based Automated Grading with Human-in-the-Loop

GradeHITL Framework

70



Results and Findings

71
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Applications in Education Part I
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ï RAG-Enhanced Accuracy:

ï Combine LLMs with RAG

ï Semantic Search + Expert 

Rationales:

ï Semantic search over 

educational materials

ï Efficient and Reliable:

ï Consistent with reliable 

educational database

Grading and Feedback

73Enhancing LLM-Based Short Answer Grading with Retrieval-Augmented Generation



Grading and Feedback

ï Scoring Criteria:

Learning Goals for SEP: Relational [Level 2] and Descriptive explanation [Level 1].

- Level 2: Relational explanations should include a claim with scientific ideas (e.g., using the properties of substances to 

identify whether a chemical reaction occurs) to account how one event relates to another in a specific phenomenon that 

using multiple sources of evidence, without distinguishing the correlational or casual relationships in the phenomenon.

- Level 1: Descriptive explanations should include a claim with scientific ideas (e.g., properties can be used to identify 

substances) to account what happened in a specific phenomenon that using the observed evidence, without attempting to 

provide any relationships in the phenomenon.

ï Instruction

Examine following example graded answers using the scoring rationales:

Student9s Short Answer: When coconut oil is mixed with lye, a chemical reaction occurs because soap and glycerol are new 
substances. From the table, I found that the odor, density, solubility in water, and melting point are different from each other. 
They are properties that can be used to identify substances and whether a chemical reaction occurs.

74



Grading and Feedback

75

Score: SEP-1

Scoring Rationale: <When coconut oil is mixed with lye, a chemical reaction occurs because soap and glycerol are new 

substances.= 3 this part meets the partial SEP criteria that mentioned a descriptive explanation, including a claim of a 

chemical reaction occurs and observed evidence of the data before and after the process. However, the response did 

not use the evidence to connect to the phenomenon 3 new substance produced and a chemical reaction occurred.

<Statement: Descriptive explanations should include a claim to account what happened in a specific phenomenon that 

using the observed evidence, without attempting to provide any relationships in the phenomenon.=

<Substances react chemically in characteristic ways. In a chemical process, the atoms that make up the original 

substances are regrouped into different molecules, and these new substances have different properties from those of 

the reactants. The total number of each type of atom is conserved, and thus the mass does not change. Some chemical 

reactions release energy, others store energy. <



Results and Findings

76



ï Automatic Grading

ï Multi-Agent

ï Human-in-the-Loop

ï Retrieval Augmented 

Generation 

ï Content Generation

ï Material Generation

ï Question Generation

ï Knowledge Tracing

ï LLM as Annotator

ï LLM as Predictor

Applications in Education Part I

77



Content Creation

78

ï Goal: 
ï Provide instructional content for teaching assistants or generate questions for 

use in assessment systems.

ï Problems: 
ï Integrating diverse, personalized content needs to enhance learner 

engagement. 

ï Ensuring the delivery of high-quality questions to support a robust and effective 

assessment process.

ï Advances:
ï LLMs are capable of generating novel content, which helps mitigate concerns 

about question leakage during assessments.

ï Their extensive prior knowledge allows them to produce rich, creative, and 

high-quality educational materials.



ï Automatic Grading

ï Multi-Agent

ï Human-in-the-Loop

ï Retrieval Augmented 
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ï Content Generation

ï Material Generation
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ï LLM as Predictor

Applications in Education Part I
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Material Generation

80

ï Goal: 
ï Generate instructional content that aligns with teachers9 specific requirements 

for use as course materials.

ï Problems: 
ï Producing high-quality content involves meeting multiple criteria, often requiring 

significant teaching experience and time.

ï While individual students have different learning needs, limited teacher capacity 

often results in standardized, sub-optimal materials being used for all.

ï Advances:
ï LLMs can generate expert-level content while accounting for multiple 

instructional requirements.

ï LLMs offer a scalable solution that enables teachers to create personalized 

materials from simple oral or written instructions.



Generate teaching plan with the problem chains.

Teaching Plan Generation with LLM

81Teaching Plan Generation and Evaluation With GPT-4: Unleashing the Potential of LLM in Instructional Design



Evaluate Results by Pedagogical Factors 
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Evaluate Results by Pedagogical Factors 
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Evaluate Results by Pedagogical Factors 
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Based on plot, we can see the plan 

is overly good to human annotators. 

85

Evaluate Results by Modules 



86

Generate Programming Project by Agent

A High-Quality Generation Approach for Educational Programming Projects Using LLM
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Using Criticism to Improve the Plans
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Improve with Agent-based Iterative Refining
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Evaluate the Quality of Generated Projects 

Based on plot, we can see the plan is overly good to human annotators. 



90

Evaluate Stats Difference in Student9s Responses
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ï LLM as Predictor

Applications in Education Part I
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Question Generation

92

ï Goal: 
ï Generate questions that effectively reveal gaps in students9 knowledge.

ï Problems: 
ï Well-designed questions go beyond simple prompts, they require the 

integration of multiple areas of expertise.

ï High-quality questions should provide teachers with the most direct and 

meaningful insights into students9 learning challenges.

ï Advances:
ï LLMs can incorporate domain-specific knowledge during generation using 

techniques such as Retrieval-Augmented Generation (RAG).

ï As flexible language models, LLMs are capable of understanding and 

emulating human question design strategies.



Question Generation via Explicit Plans

93Planning First, Question Second: An LLM-Guided Method for Controllable Question Generation



Question Generation

94

Ablation Study



Control Generation via Latent Variable

95DiVERT: Distractor Generation with Variational Errors Represented as Text for Math Multiple-choice Questions



Control Generation via Latent Variable

96

Automatic Performance Metrics

Manual Judging Metrics



ï Knowledge Tracing

ï LLM as Annotator

ï LLM as Predictor

ï Automatic Grading

ï Multi-Agent

ï Human-in-the-Loop

ï Retrieval Augmented 

Generation 

ï Content Generation

ï Material Generation

ï Question Generation

Applications in Education Part I
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Knowledge Tracing (KT)

98

ï Goal: 
ï Evaluate the learning status of student by their answer correctness history, 

describe their capabilities on each knowledge concepts.

ï Problems: 
ï Features of KT models are inconsistent, the usage of KT model is limited .

ï Cold-start problem causes the inarracuate results for new students. 

ï Advances:
ï The prior knowledge of LLM over the common knowledges can help model to 

get rid of the features limitation.

ï The analyzing and reasoning capability of LLMs will make it a competitive 

predictor model.



ï Knowledge Tracing

ï LLM as Annotator

ï LLM as Predictor

ï Automatic Grading

ï Multi-Agent

ï Human-in-the-Loop
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ï Content Generation
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ï Question Generation

Applications in Education Part I
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LLM as Annotator

100

ï Goal: 
ï Reduce the reliance on manual labor in creating features such as knowledge 

concepts and skill relationships, empowering the existing KT methods.

ï Problems: 
ï Existing KT methods depend heavily on external annotations, limiting their 

practical applicability.

ï existing features are often represented by simple ID values, which overlook 

important semantic information.

ï Advances:
ï LLMs are capable of producing human-level knowledge annotations.

ï They can also comprehend and enrich language-based features directly, 

adding depth and meaning to the data representation.



LLM-Assisted Annotation for KT
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Result by Integrate LLM into KT Methods
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Pairwise Win 

Rate

Result by Integrate LLM into KT Methods
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ï Knowledge Tracing

ï LLM as Annotator

ï LLM as Predictor

ï Automatic Grading

ï Multi-Agent

ï Human-in-the-Loop

ï Retrieval Augmented 

Generation 

ï Content Generation

ï Material Generation

ï Question Generation

Applications in Education Part I
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LLM as Predictor

105

ï Goal: 
ï Leverage LLMs to replace traditional knowledge tracing (KT) methods and 

address limitations such as the cold-start problem.

ï Problems: 
ï Conventional KT methods struggle with students with limited learning history.

ï Additional tools or techniques are required to adapt the most KT framework to 

open ended questions and interpret prediction results effectively.

ï Advances:
ï LLMs, with their few-shot learning and contextual reasoning capabilities, can 

generate accurate predictions even with limited data.

ï Moreover, their ability to produce human-readable reasoning steps provides a 

transparent and interpretable prediction process.



Explainable Few-shot Knowledge Tracing
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Explainable Few-shot Knowledge Tracing
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Explainable Few-shot Knowledge Tracing
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Explainable Few-shot Knowledge Tracing
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ï Profession Develop

ï Exam Evaluation

ï Studying Assistant

ï Outcome Study

ï Role-play Simulation

ï Student Simulation

ï Classroom Simulation

ï Role-play Interaction

ï Education Assistant

ï Question-Answer

ï Assessment

ï Tutoring

Applications in Education Part II
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ï Goals:
ï Support teachers, students, and other human participants (parents, TAs, etc.)

ï Helping with learning, tutoring, and administrative support

ï Problems:
ï Lack of personalization in traditional tools.

ï Students have limited access to timely help outside classroom hours.

ï Advances

ï Adapt to individual learner.

ï Rich tutoring experiences with interactive dialogues.

ï Scale efficiently to support large numbers of students.

Education Assistant

112



ï Profession Develop

ï Exam Evaluation

ï Studying Assistant

ï Outcome Study

ï Role-play Simulation

ï Student Simulation

ï Classroom Simulation

ï Role-play Interaction

ï Education Assistant

ï Question-Answer

ï Assessment

ï Tutoring

Applications in Education Part II
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Question-Answer Assistant

ï Goals:
ï Answer questions based on input text and knowledge

ï Involve understanding, retrieving, and reasoning

ï Problems
ï Manual responses: time-consuming and not scalable

ï Forum-based Q&A: lacks quality, speed, and engagement

ï General LLMs: may produce hallucinations or irrelevant answers

ï Advances
ï For student: accurate, timely, context-aware, and engaging

ï For teachers: pedagogically meaningful, aligned with instructional goals

AI-TA: Towards an Intelligent Question-Answer Teaching Assistant using Open-Source LLMs (Hicke et al., 2023) 114



Architecture of Question-Answer Assistant

115



Example: Logistical question answering

ï Student Question: 

ï <Do we get penalties when the code is quite long?=
ï Human Answer: 

ï <Best is to try to simplify as much as possible. If it is too long, it is 

likely not efficient and can be improved upon.=
ï LLMs Answer: 

ï <Hello! About your concern with penalties for long codes4I9m happy 
to clarify that there are none in this course. That said, long code can 

be harder to read and maintain, so it9s a good idea to aim for concise, 

clear solutions. This helps keep your code manageable and lowers 
the chance of bugs or mistakes. So, focus on writing clean, efficient, 

and well-structured code! If you have any other questions or 
concerns, feel free to ask4I'm always here to help.=

116

ï LLMs Answer: 

ï <Hello! About your concern with penalties for long codes4I9m happy 
to clarify that there are no penalties in this course. That said, long 

code can be harder to read and maintain, so it9s a good idea to aim for 

concise, clear solutions. This helps keep your code manageable and 
lowers the chance of bugs or mistakes. So, focus on writing clean, 

efficient, and well-structured code! If you have any other questions or 
concerns, feel free to ask4I'm always here to help.=

ï LLMs Answer: 

ï <Hello! About your concern with penalties for long codes4I9m happy 
to clarify that there are no penalties in this course. That said, long 

code can be harder to read and maintain, so it9s a good idea to aim for 

concise, clear solutions. This helps keep your code manageable and 
lowers the chance of bugs or mistakes. So, focus on writing clean, 

efficient, and well-structured code! If you have any other questions or 
concerns, feel free to ask4I'm always here to help.=



ï LLMs answers are generally helpful
ï Over 81% usefulness and 72% accuracy at best

ï Sometimes surpass human with comprehensiveness and positive sentiment

ï Depending on Base LLMs
ï GPT-4 has the best performance yet privacy concerns

ï Open-source models are secure, while more augmenting techniques (RAG, 

SFT, DPO, etc.) 

Conclusions of Q-A Assistant

117



ï Profession Develop

ï Exam Evaluation

ï Studying Assistant

ï Outcome Study

ï Role-play Simulation
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Assessment Assistant

ï Goals:

ï Evaluate student learning by automatically generated responses.

ï Support both formative and summative assessment types.

ï Provide personalized and actionable feedback to guide learning.

ï Help teachers track progress and make instructional decisions.

ï Problems:

ï Relies heavily on human effort, limiting scalability and efficiency.

ï Manual feedback is slow and untimely.

ï Lack personalization and consistent quality.

ï Advances:

ï Generate high-quality, adaptive feedback with minimal effort.

ï Ensure consistent, scalable, and fair student evaluation.
EduChat: A Large-Scale Language Model-based Chatbot System for Intelligent Education (Dan et al., 2023) 122



Building Assessment Assistant

Assessment

Assistant

" Web Search

" Calculator
" Self-Check

" Psychology
" Pedagogical skills

" Socrates teaching

Data:
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Example: Multi-grained Essay Assessment

User: 

First Encounter with Fireflies

Today, my mother said she 
would take me to see the 

fireflies at ... 

This firefly-watching 

experience made my night 
wonderful ... 

Please kindly rate the 

composition above.

Assessment:

" Content Evaluation: 7/8 This article 

revolves around the theme &
" Expression Evaluation: 8/8 The fluidity 

of this article is high, demonstrating &
" Highlight Sentence: Cicadas, frogs, and 

cuckoos formed a choir of summer &
" Overall Evaluation: 

" (Summary) This article is excellent. 

The essay revolves around &
" (Suggestion) In writing, more 

attention should be paid to &

Fine-grained, 
Metric-based 

Assessment

Task-specific 

Assessment

Holistic, Text-based 
Assessment
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Findings

125

ï Psychology and education theories are helpful in assistant building

ï Socratic Teaching, Rational Emotive Behavior Therapy (REBT), ABC 

theory (Ellis, 1991), etc.

ï LLM-based assessment is competent in STEM as well as Social 

Science, Humanities and other professional majors.
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Tutoring Assistant

ï Goals:
ï Guide students with adaptive hints, explanations, and examples.

ï Provide personalized, instructionally aligned support for learning.

ï Problems:
ï Human tutors are limited in availability, consistency, and scalability.

ï Existing systems offer static, non-personalized, and impersonal  feedback.

ï Advances:
ï LLMs enable dynamic, personalized tutoring through dialogue.

ï Scales high-quality tutoring support across diverse learners.

Student Interaction with NewtBot: An LLM-as-tutor Chatbot for Secondary Physics Education (Lieb and Goel, 2024) 127



Build Tutoring Assistant by Prompts

ï Explaining solutions

ï You should help them understand the concept and solve the problem using 

explanations, examples, and analogies&

ï When you provide an equation, explain why it works and what it means &

ï Offering hints

ï You should ask them to first identify all values in the equation&

ï You should ask questions whenever you explain a new concept to check 

understanding&

ï Providing iterative teaching

ï You should end your responses with questions to check their understanding&
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Performance and Satisfaction of NewtBot

Accomplish 

academic tasks 
more quickly?

Increase chances 

of getting better 
grades?

I would use 

NewtBot in the 
future

129

ñ Strongly Disagree Disagree Neutral Agree Strongly Agreeó
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Role-play simulation

ï Goals:

ï Simulate human-like agents with beliefs, emotions, and goals.

ï Model dynamic student-agent interactions to explore teaching strategies.

ï Practice or predict the potential scenarios

ï Problems:
ï Manual role-play is labor-intensive and hard to scale

ï Inconsistent pedagogical quality across simulations

ï Ethical Concerns: unproven or potentially harmful teaching settings on human 

students

ï Advances

ï Enable safe, scalable testing of diverse interventions and behaviors.

ï Create engaging, personalized role-based learning experiences.
131
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TeachTune: Simulation of Students

ï Goals:

ï Simulate dynamic interactions between pedagogical agents and diverse student 

personas

ï Explore and compare pedagogical strategies under varied scenarios;

ï Problems:
ï Manual role-play is labor-intensive and hard to scale

ï Inconsistent pedagogical quality across simulations

ï Advances:

ï Injects student profiles and materials into LLMs for realism.

ï Enables both broad and detailed assessments of teaching quality.

ï Helps teachers evaluate interaction effectiveness across strategies.

TeachTune: Reviewing Pedagogical Agents Against Diverse Student Profiles with Simulated Students (Jin et al., 2025) 133



Types of Simulated Interactions
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Predict Student Behaviors with TeachTune

135

� : Hi! Do you have any questions about phase transition?

ᙉ䧡 : Hi, I didn't get what phase transition is

� : No problem! Phase transition is when a substance changes from 
one state of matter to another. 

There are four main states of matter&  that's a phase transition.

Phase transitions are caused by ... Does it help clarify things a bit?

ᙉ䧡 : Do you have examples for phase transitions?

� : &



ï TeachTune provides a structured way to evaluate pedagogical 

conversational strategies;

ï Simulated Students are aligned to the human counterparts
ï ~ 5% error in knowledge behavior alignment

ï ~ 10% error in trait behavior alignment

ï Helpfulness to Teachers
ï Lower task load both physically and temporally

ï Predicting a wider range of students

ï Helping in finding edge cases and improving robustness of pedagogical 

strategies

Conclusions
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SimClass: Simulation of Classroom

ï Goals: 
ï Simulate dynamic classroom interactions using multi-agent LLM

ï Model collective learning behaviors in classroom communities

ï Problems:
ï Human-based simulations: time-consuming and hard to replicate

ï Difficult to explore rare or edge-case scenarios in controlled settings

ï Ethical concerns: risks to student well-being and classroom equity from 

experimenting with social manipulation

ï Advances:
ï Scalable, repeatable simulations of diverse classroom settings

ï Safe testing of interventions without ethical risks.

<SimClass: Simulating Classroom Education with LLM-Empowered Multi-Agent Interactions= (Zhang et al., 2024) 138



Roles in the Virtual Classroom of SimClass

139

Teacher ᕉ䥦 present material; answer questions based on discussions.

Assistant ᙊ䪳
supplement teaching information; participate in 

discussion; maintain discipline.

Class Clown ᙉ䧢 initiate ideas; helps teachers to steer class flow.

Deep Thinker ᙉ䧡 promote deep thinking; raise challenging topics.

Note Taker ᙊ䪳 summarize notes of lessons; help to organize ideas.  

Inquisitive Mind ᙊ䪺
pose questions about lectures; stimulate others9 thinking 
and discussion.



Performance of SimClass Simulation

141

similar to real 

classroom more democratic, 

active engagement.
fewer 

discouragements

Teacher 

Talk

Student 

Talk

Indirect 
Discouragement 

Rate

Student 
Initiated 

Interactions

'SimClass-TAGI' 'SimClass-HSU' v.s. 'Expert Teacher' 'Novice Teacher'
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Role-Play Interaction

ï Goals:

ï Simulates realistic patient interactions for clinical students. 

ï Maintain dialogue and provide automated assessments.

ï Problems:
ï Human patients: costly, labor-intensive, and limited in diversity

ï In-person simulations: lack scalability and consistent feedback 

ï Ethical concerns:

¥ Cause unintended harm to patients

¥ Undermine student confidence 

ï Advances:
ï Repeated, low-cost practice of real-world scenarios safely 

ï Build communication, decision-making, and empathy together

CureFun:  Leveraging Large Language Model as Simulated Patients for Clinical Education (Li et al., 2024)
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Role-based Interaction of CureFun

Human 

Student

LLM 

Patient

So, what kind of symptoms have you 

been having and how long have you been 
experiencing them?

144

I9ve been coughing for two days, and it9s 
really uncomfortable.�

Thinking with  

background 
+ knowledge

Inner Thoughts:

- Patient profile and demographics
Medical facts and attributes

Conceptual relationships

Dialogue and interaction history&



CureFun: Similar Scenarios with Better Experience

ï Friendliness: LLMs consistently perform well in emotional 
tendency 

ï Details: LLMs tend to generate longer responses

ï Efficiency: LLMs tend to end the conversation in fewer rounds
145
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ï Goals
ï Assist learners in developing skills and preparing them for real-world practice.

ï Problems
ï Professional education emphasizes practical experience, yet students often rely 

solely on textbooks for learning.

ï Challenging to understand the content and develop effective learning tools.

ï Relying exclusively on textbooks limits the adult learners9 opportunities for 

discussion and inquiry

ï Advances
ï Easy adopt domain-specific knowledges via various algorithms.

ï Support practical training with simulated the capability.

ï Engaging Interactive experiences for learners.
147

Profession Develop
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Exam Evaluation

ï Goals:
ï Evaluate the model9s familiarity with domain-specific content.

ï Problems:
ï The evaluation must be objective and comprehensive.

ï The results should serve as a valid reference for future use within the domain.

ï Advances:
ï LLMs can comprehend and respond to domain-specific questions in a human-

like manner, supporting the need for tailored designs. 

ï Their ability to generate human-readable answers and explain reasoning allows 

users to thoroughly assess the model9s domain-specific capabilities.
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ï Past:

ï Type: multiple choice questions, true/false question.

ï Target: knowledge concept

ï Origin: selected questions from single textbook / human exam

ï Metric: answer correctness

ï Now:

ï Type: open-ended questions.

ï Target: real-world problem in practice 

ï Origin: any related contents (books, 

ï Metric: all the answering (intermediate steps, final conclusions)

150

Methods in Examining LLMs
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Example of Dataset Preparation

LEXAM: Benchmarking Legal Reasoning on 340 Law Exams
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Example of Create Practical Questions

MedQA-CS: Benchmarking Large Language Models Clinical Skills Using an AI-SCE Framework
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Example of Multilingual and Multisource

LEXAM: Benchmarking Legal Reasoning on 340 Law ExamsLEXAM: Benchmarking Legal Reasoning on 340 Law Exams



The ability of LLMs to solve domain-specific questions varies across 
different languages and subject areas.
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Findings of Open Ended Questions

LEXAM: Benchmarking Legal Reasoning on 340 Law ExamsLEXAM: Benchmarking Legal Reasoning on 340 Law Exams



Similar observations can be found with results on MCQs.
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Findings of Multiple Choice Questions

LEXAM: Benchmarking Legal Reasoning on 340 Law ExamsLEXAM: Benchmarking Legal Reasoning on 340 Law Exams



Question designs significantly influences conclusions 
about model performance.
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Findings of Multiple Choice Questions

LEXAM: Benchmarking Legal Reasoning on 340 Law ExamsLEXAM: Benchmarking Legal Reasoning on 340 Law Exams
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Function as Simulators to Support Skill Practice

Avatars 

(LLMs)

Preservice Teacher Expert

Analyst 

(LLMs)

Virtual Classroom

Compare

AI Versus Human Feedback in Mixed Reality Simulations: Comparing LLM and Expert Mentoring in Preservice Teacher Education on Controversial Issues
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Using LLMs as Avatars
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Using LLM as Analyst

AI Versus Human Feedback in Mixed Reality Simulations: Comparing LLM and Expert Mentoring 

in Preservice Teacher Education on Controversial Issues
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Career Development - Learning Assistant

AI Versus Human Feedback in Mixed Reality Simulations: Comparing LLM and Expert Mentoring 

in Preservice Teacher Education on Controversial Issues
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Function as Tutor to Support Skill Learning

A LLM-Driven Multi-Agent Systems for Professional Development of Mathematics Teachers
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Multi-Agent Backend Framework

A LLM-Driven Multi-Agent Systems for Professional Development of Mathematics Teachers
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Career Development - Learning Assistant

A LLM-Driven Multi-Agent Systems for Professional Development of Mathematics Teachers
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Outcome Study in Engineering Education I

Evaluating the Effectiveness of LLMs in Introductory Computer Science Education: A 

Semester-Long Field Study
Evaluating the Effectiveness of LLMs in Introductory Computer Science Education: A Semester-Long Field Study



Pre-test performance comparisons
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Performance Comparison Between Pre- and Post-

Tests

Post-test performance comparisons
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Extended Analysis of User Attitudes

Evaluating the Effectiveness of LLMs in Introductory Computer Science Education: A 

Semester-Long Field Study
Shifts in User Attitudes Over Time

Perceptions of LLM Functions in Learning
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Outcome Study in Engineering Education II

The Impact of Large Language Models on Programming Education and Student Learning Outcomes

Specify the Uses of LLMs in Assisting with Programming Assignments



170

Designs of Initial Phase

The Impact of Large Language Models on Programming Education and Student Learning Outcomes
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Designs of Control Phase

The Impact of Large Language Models on Programming Education and Student Learning Outcomes
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Career Development - Outcome Study

The Impact of Large Language Models on Programming Education and Student Learning Outcomes
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Live Demo for I-VIP System
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Live Demo for Automatic Grading System
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Future Directions


